Optimisation of phase imaging geometry
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Abstract: Certain phase retrieval methods use knowledge about the free space propagation of a wave to phase a paraxial beam passing through one or more measurement planes. This approach has been widely applied and has been shown to quantitatively retrieve the refractive index profile of a sample. The quality of the phase retrieval will depend on a range of factors including sample feature size, propagation distance, measurement plane separation, wavelength and noise. Here we describe an optimisation study for two-plane phase retrieval using a laboratory-based X-ray source that considers all of these factors. We discuss our results in the context of a three-dimensional reconstruction of a sample refractive index profile.
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1. Introduction

Two-plane based phase retrieval relying on free space propagation [1] is one of several existing methods [2–4] for quantitative phase imaging. Quantitative methods are important as they can provide useful information as to the materials property of a sample. In the propagation based methods diffraction patterns are recorded in one or more planes. The choice of retrieval algorithm then depends upon the range of the propagation distances, the x-ray energy in the experiment and the properties of the sample. The two-plane based method investigated here uses a solution to a paraxial form of the free-space wave equation known as the Transport of Intensity Equation (TIE). The non-iterative phase retrieval algorithms [5,6], of which the two-plane method is one, find a solution, which is a mapping between the intensity data and the retrieved phase. This non-iterative solution can provide significant computational advantages over iterative methods.

TIE-based phase retrieval imaging has been demonstrated for a range of samples using visible light [7], x-rays [8], neutrons [9] and electrons [10]. On the whole, these demonstrations have been typified by a variety of choices as to propagation distance and, where two-plane measurements have been used, inter-plane separation. There have been studies that examine the qualitative effects of noise [11,12] and which have shown that extending the separation distances can reduce the noise effect [13]. Other studies have examined the effect of x-ray illumination that has a broad spectrum, such as that found in a laboratory source [14]. In this paper we investigate the optimisation of TIE-based two-plane phase retrieval when all of these conditions are incorporated simultaneously. We examine conditions that appertain to a particular laboratory set-up but our approach is general enough to be applied broadly. In the following sections we describe the basis for our simulation study and the results of our experiments confirming the simulation results.

2. Two-plane TIE-based phase retrieval

The TIE has the form [5]:

\[
\frac{\partial I(r)}{\partial z} + \frac{1}{k} \nabla \cdot \left(I(r) \nabla \phi(r)\right) = 0
\]

where \( r \) is the position vector in a plane perpendicular to the propagation direction, \( \nabla = \left(\frac{\partial}{\partial x} + \frac{\partial}{\partial y}\right) \), \( I/\partial z \) is the derivative of the intensity with respect to distance along the propagation direction, \( k = 2\pi/\lambda \), where \( \lambda \) is the wavelength, and \( I \) is the intensity, and \( \phi \) the phase of the measured wavefield. Within the conditions for applicability of the TIE [15,16] the recovered phase can be taken as a good approximation to the object phase [17,18]. The solution for the phase from Eq. (1) can be obtained as [19]:

\[
\frac{\partial I(r)}{\partial z} + \frac{1}{k} \nabla \cdot \left(I(r) \nabla \phi(r)\right) = 0
\]
\[
\varphi(r) = -k \nabla^2 \left( \nabla \left( \frac{1}{I(r)} \nabla \left[ \nabla^2 \frac{\partial I(r)}{\partial z} \right] \right) \right) \tag{2}
\]

In the Fourier domain, the Laplacian has a simple expression given by \( \nabla^2 = -\mathcal{F}^{-1} \left( \frac{1}{\mathcal{F}^2} \right) \mathcal{F} \) and the grad term by \( \nabla = -\mathcal{F}^{-1} \frac{1}{\mathcal{F}} \mathcal{F} \), where \( \mathcal{F} \) is the Fourier transform operator and \( \mathcal{F} \) is the Fourier variable conjugate to the position coordinates.

According to Eq. (2) to obtain the phase, we need to have two intensity images taken at different propagation distances with a separation distance \( \delta z \) instead in order to obtain the intensity derivative, \( \partial I / \partial z \). The distance \( \delta z \) needs to be optimised. It has to be small to keep \( \frac{\partial I}{\partial z} \approx \frac{I_2 - I_1}{\delta z} \) valid and it has to be large enough to reduce the effect of noise \([11,12]\). Hence phase retrieval based on Eq. (2) is referred to as two-plane TIE-based phase retrieval.

3. Simulation studies

The set up of the system can be seen in Fig. 1.
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In the projection magnification case used here what has become referred to as the Fresnel scaling theorem is used \([19]\). In the TIE solution the measured intensity is scaled by the geometric magnification and the propagation distance \( (z_{23}, z_{24}) \) is replaced by an effective propagation distance, as shown in Eq. (3).

\[
z_{23,\text{eff}} = \frac{z_{23} z_{24}}{z_{23} + z_{24}}, \quad z_{24,\text{eff}} = \frac{z_{12} z_{24}}{z_{12} + z_{24}} \tag{3}
\]

Consequently, the inter-plane distance, \( z_{34} \), must also be replaced with the effective distance:

\[
z_{34,\text{eff}} = z_{24,\text{eff}} - z_{23,\text{eff}} = \frac{z_{12} z_{24}^2}{z_{12}^2 + z_{24}^2} - \frac{z_{12} z_{23}}{z_{12} + z_{23}} = \frac{z_{12}^2 z_{34}}{(z_{12} + z_{23})(z_{12} + z_{24})} \tag{4}
\]

In the simulation we used the parameters of our experimental work as the starting basis and expanded the range in order to explore optimisation. We used 45 μm polystyrene spheres as a sample. The experiment was performed with a laboratory-based x-ray source (Xradia Inc, microXCT) located in the Physics Department, La Trobe University. The source has a closed
x-ray tube containing a Tungsten target. A tube voltage of 40 kV was used. In the simulation we use an effective monochromatic x-ray energy of 11.5 keV according to the prescription described in Section 4 [14]. The source – sample distance \((z_{12})\) used was between 0.01 – 1.0 m for the simulations while for the experimental work the physical range was limited to 0.02 – 0.125 m. The sample – detector distance \((z_{23}, z_{24})\) used in both simulations and the experimental work was between 0.02 – 0.54 m. The geometric magnification used in the experimental work was about 1.2 to 14. In this study we used one detector by taking images at each distance \(z_{23}\) and \(z_{24}\) respectively. The imaging detector is a CCD camera coupled with a scintillator system and objective lenses. The objective lens used will determine the field of view and the resolution of the image. The scintillator set in front of the lens is made from CsI(Tl) crystal. The CCD camera (Andor Technology) has 2048x2048 pixels with a physical pixel size of 13.5 μm. A 20x objective lens is used to image the scintillator.

3.1 Noise regularization

In Eq. (2), low spatial frequencies in the intensity derivative and in the filtered intensity derivative divided by the intensity will be enhanced by the \(1/u^2\) filtering term in the solution to the phase. This will enhance the low spatial frequency features and therefore create low frequency artefacts [13] for data containing significant amounts of noise. Such low spatial frequency artefacts can be reduced using regularization. This is here done by introducing a Tikhonof regularization parameter, \(\alpha\) [6,20,21]:

\[
\frac{1}{u} \rightarrow \frac{u}{u^2 + \alpha^2}
\]

The regularization parameter in Eq. (5) acts as a noise suppression filter as it suppresses the effect of pixel to pixel variations in the measured data. In order to choose a value for the regularization parameter for the remainder of this study we simulated our experiment and then performed two-plane TIE phase retrieval on the simulated intensity at two measurement planes for three different noise levels.

In order to model the noise, we use pseudo-random numbers with a normal (Gaussian) distribution with a mean of zero and a standard deviation expressed as a percentage of the mean normalized intensity. In the lens coupled imaging detector, the intensity and noise distribution are not uniform in the entire field of view. The intensity is high in the centre and drops off to the side of the field of view. The noise at the side of the field of view is therefore larger (about 1.5 to 2 times) than the noise in the centre. The reported noise percentage in the simulations in this work is the noise at the centre of the field of view and so underestimates the overall noise slightly. For each pixel location, the noise is added to each raw intensity value and the retrieved phase then compared with the known phase to calculate \(\chi^2\), as shown in Eq. (6).

\[
\chi^2 = \frac{\sum_i (\phi_{\text{TIE}} - \phi_{\text{obj}})^2}{\sum_i (\phi_{\text{obj}})^2}
\]

where the sums are performed over all pixels, \(i\). The process was repeated 10 times with a different set of random numbers each time. The error bars for the \(\chi^2\) noise curves are the standard deviations of the resulting distribution of \(\chi^2\) values.
Figure 2 shows the simulation result for varied values of the regularization parameter for three different noise levels. The higher noise level of 1.4% produces larger estimations of the $\chi^2$ value than the lower noise level of 0.7%. The uncertainty is produced randomly in the retrieved result by the low frequency artefacts due to noise. Therefore, there is no uncertainty for zero noise level. From Fig. 2, we see that the effects of noise can be minimised for certain values of $\alpha$. Figure 2 also shows that a choice of $\alpha$ can be made for a given noise level that will be close to the optimal result. Here for a noise level at 1.4%, $\alpha = 2$ is viable, for 0.7%, $\alpha = 1$ and for 0%, $\alpha = 0$. Too high a choice of the regularisation parameter will therefore, introduce artefacts in the retrieved shape of an object due to the suppression of low frequency terms [13].

3.2 Propagation distance optimization

In practice we cannot avoid the presence of noise in the detected intensities. Noise will change the intensity from pixel to pixel in the detector. This will be similar to the effect of the varying intensity seen from just-resolved Fresnel diffraction fringes for a certain feature size and will lead to errors in the retrieved phase. In order to accurately estimate the intensity derivative in Eq. (2) we therefore want the change in the fringes to be big enough so that the signal obtained by subtracting the intensity measured at one detector from the other is significant compared to the noise [11]. This suggests a large interplanar separation is desirable.
We simulated intensities at two measurement planes for three different noise levels respectively and then performed two-plane TIE phase retrieval. We use a regularisation parameter of $\sigma = 2$ for 1.4% noise, $\sigma = 1$ for 0.7% noise and $\sigma = 0$ for 0% noise. We evaluated the retrieved phase by calculating the $\chi^2$ values for a range of distances, $z_{12}$, $z_{23}$ and $z_{24}$ under different noise conditions. The simulation result when varying $z_{23}$ and $z_{24}$ respectively is shown in Fig. 3. Figure 3(a) shows that the shortest values of $z_{23}$ produce the best retrieved phase for a given noise level and fixed $z_{12}$ and $z_{24}$. The simulation result when varying $z_{24}$ for fixed $z_{12}$ and $z_{23}$ is shown in Fig. 3(b). As expected maximising the inter-plane separation, $z_{24}$, improves the phase retrieval. Figure 3(c) shows the effect of maintaining a fixed inter-plane separation and co-varying $z_{23}$ and $z_{24}$. In this case the trends are for shorter propagation distances for both noise and no-noise conditions. Accordingly, in this work we use the smallest value of $z_{23}$ (0.02 m) that is compatible with allowing the sample stage to rotate with enough space for a tomography scan.

![Simulation results](image-url)
Figure 4 shows the effect of varying \( z_{12} \) for different fixed \( z_{23} \) and \( z_{24} \). The results are consistent with there being a reduction in \( \chi^2 \) with increased \( z_{34}\text{eff} \). Similarly, for a given \( z_{12} \) Fig. 4(c) shows a lower \( \chi^2 \) than Fig. 4(a) as \( z_{34}\text{eff} \) is larger. The same result holds between Fig. 4(d) and 4(b). The relevant values of \( z_{34}\text{eff} \) can be found in Eq. (4) and are plotted in Fig. 5.

3.3. System resolution on phase retrieval

In spherical beam geometry, such as for a laboratory x-ray source, the system resolution can be limited by two options. Firstly, under small geometric magnification, it is limited by the detector system [22]. We use a high resolution detector in our experimental system. Secondly, under large geometric magnification, the system resolution is limited by the source size. The
x-ray source size in the system is about 6 μm full-width at half maximum. The system resolution for both conditions is shown in Fig. 6.

Fig. 6. System resolution for (a) small geometric magnification (b). large geometric magnification. Nominal images recorded by the detector are shown in the insets.

<table>
<thead>
<tr>
<th>0% noise</th>
<th>0.4% noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>( z_{21} = 0.1 \text{m}, z_{23} = 0.02 \text{m}, z_{24} = 0.05 \text{m} )</td>
<td></td>
</tr>
<tr>
<td><img src="image1.png" alt="Graph" /></td>
<td><img src="image2.png" alt="Graph" /></td>
</tr>
<tr>
<td>( z_{21} = 0.1 \text{m}, z_{23} = 0.02 \text{m}, z_{24} = 0.125 \text{m} )</td>
<td></td>
</tr>
<tr>
<td><img src="image3.png" alt="Graph" /></td>
<td><img src="image4.png" alt="Graph" /></td>
</tr>
<tr>
<td>( z_{21} = 0.12 \text{m}, z_{23} = 0.02 \text{m}, z_{24} = 0.54 \text{m} )</td>
<td></td>
</tr>
<tr>
<td><img src="image5.png" alt="Graph" /></td>
<td><img src="image6.png" alt="Graph" /></td>
</tr>
</tbody>
</table>

Fig. 7. \( \chi^2 \) values are plotted as a function of object periods for various set-ups at 0% noise (left column) and 0.4% noise (middle column). The corresponding scaled Gaussian sources are plotted in the right column.

In a noise free environment with no limitation on detector resolution, the best condition for phase recovery is when both images are taken in the small propagation distances. In this case source blurring is negligible and the retrieved phase will be perfect for all feature sizes in the object. Accordingly, the shortest propagation distance for which the Fresnel diffraction fringes
for a given feature can be resolved is one criterion. In a system with noise, we need to have a sufficient separation distance for both images to reduce the effect of noise. Accordingly, one image needs to be taken in large magnification where the source blurring will have an effect.

To evaluate this effect on the phase retrieval, we simulated a kapton grating sample with variations in the object sizes. Maximum thickness of the sample is 20 \( \mu \)m. We consider an object with a one dimensional sinusoidal variation.

The results of evaluating the \( \chi^2 \) values for the actual and retrieved profiles as a function of object periods for a single wavelength (1 \( \AA \)) are plotted in Fig. 7 with a comparison between 0\% noise and 0.4\% noise. We use a regularisation parameter of \( \sigma = 0 \) for 0\% noise and \( \sigma = 2 \) for 0.4\% noise. Simulations have been made for various set-ups. The corresponding magnified or demagnified sources due to the configuration setup are presented in the right column. We assume the source has a Gaussian distribution characterised by a full-width at half maximum of 6 \( \mu \)m. The recorded intensity in the planes \( z_{23} \) and \( z_{24} \) respectively will be blurred by the convolution of the appropriately scaled source distribution \[23\] which will then affect the phase retrieval results.

It can be seen from the top row of Fig. 7 that the inherent filtering action of the phase retrieval step degrades also the resolution of the result. If we define an acceptable retrieval as when \( \chi^2 < 0.2 \), then for the zero noise case in the top row of Fig. 7 we see that the smallest object that can be retrieved acceptably is approximately 7 \( \mu \)m. Similarly, for zero noise case, larger effective source sizes result in further resolution loss as shown in the middle and bottom rows (9 \( \mu \)m and 12 \( \mu \)m smallest acceptably retrieved objects respectively). When resolution levels of noise are included it can also be seen that the system resolution is not significantly degraded (middle and bottom rows). However, noise can degrade the resolution level overall in the set-up of the top row where the inter-plane separation distance is not large enough to act as noise suppression.

4. Polychromatic effects

If quantitative phase retrieval is desired then, when a broad-band source is used, such as a laboratory x-ray source, a way must be found to deal with the fact that the measured intensity is a weighted sum of individual wavelength contributions. The weighting function will include contributions from the source spectrum, the detector response function and phase and absorption effects in the geometric path, including from the sample. In some cases the sample effects can be isolated so that quantitative information about the sample can be retrieved [14]. Such a technique is also applicable for two-plane TIE-based phase retrieval because the wavelength dependent term in Eq. (2) can be removed by division with \( k \) on both sides and by using \( \phi(r) = k \delta \lambda_t(r) \), where \( \delta \lambda \) is the decrement of the real part refractive index and \( t \) is the projected thickness of a homogenous sample. For the monochromatic case Eq. (2) can be written as:

\[
\delta_t(r) = -\nabla^2 \left[ \frac{1}{I_s(r)} \nabla^2 \frac{\partial I_s(r)}{\partial z} \right]
\]  

(7)

For the polychromatic case, we need to incorporate the spectral response function, \( S(\lambda) \) [19]:

\[
\delta_{\text{poly}}(r) = \frac{\int \delta_t(r) S(\lambda) d\lambda}{\int S(\lambda) d\lambda} = -\frac{\int \nabla^2 \left[ \frac{1}{I_s(r)} \nabla^2 \frac{\partial I_s(r)}{\partial z} \right] S(\lambda) d\lambda}{\int S(\lambda) d\lambda}
\]

(8)
where we assume that for a low absorption object \( I_0(r) \approx I(r) \) and we can replace the right hand side of Eq. (8) with that of Eq. (7) with the substitution \( I_a \rightarrow I_{\text{poly}} \) where \( I_{\text{poly}} \) defined in the same way as \( \delta_{\text{poly}} \). This expression can easily be calculated as in an experiment we measure \( I_{\text{poly}} \) and \( dI_{\text{poly}}/dz \).

\[
I(r) \approx I_0(r) \quad \text{and} \quad I_{\text{poly}} \quad \text{defined in the same way as} \quad \delta_{\text{poly}}.
\]

The sample for the polychromatic case simulation is a sinusoidal profile sample with a period of 45 μm made from a polyimide film (Kapton, \( C_{22}H_{10}N_2O_4 \)) with a density of 1.45 g/cm\(^3\). The chosen period is big enough so that no blurring affects the retrieved phase – as discussed in Section 3.3. The amplitude of the sample is 20 μm. The simulation geometry is \( z_{12} = 0.1 \) m, \( z_{23} = 0.02 \) m, \( z_{24} = 0.125 \) m. We measured the spectral response function, \( S(\lambda) \), which takes into account factors such as the source spectrum, the detection efficiency of the energy sensitive detector used, absorption in the beryllium exit window, and the scintillator efficiency of the image detector. The spectral response function at 40 kV tube voltage is shown in Fig. 8(a) [14]. We then calculate \( \delta_{\text{poly}} \) using the known spectral response function \( S(\lambda) \) according to Eq. (8) and obtain a value of \( 2.36 \times 10^{-6} \). This corresponds to the value for \( \delta \) for kapton at an energy of 11.5 keV. We then calculate the phase retrieval value for \( \delta_{\text{poly}t} \) for zero noise using the simulated intensities. The result is shown in Fig. 8(b) and is in excellent agreement with the values calculated.

5. Experimental results

We used a sinusoidal kapton sample with 42.5 μm period and a maximum amplitude of 20 ± 2 μm as measured using an optical microscope. From the results from the previous sections we select the following condition to obtain a known 'good' phase retrieval. Two images were taken at \( z_{12} = 0.02 \) m and \( z_{24} = 0.125 \) m, as shown in Fig. 9(a) and 9(b) at fixed \( z_{12} = 0.1 \) m. The retrieved \( \delta_{\text{poly}t} \) obtained using the method discussed in the previous section, is shown in Fig. 9(c). We used the regularization parameter of \( \alpha = 2 \). The experimental result was averaged in the row direction to increase the signal to noise ratio and the resulting average \( \delta_{\text{poly}t} \) is shown in Fig. 10. Figure 10 shows excellent agreement between the experimentally phase retrieved results and the calculated value for \( \delta_{\text{poly}t} \).
We also evaluated the phase retrieval by comparing simulations with experimental data for 45 μm diameter polystyrene spheres, as shown in Fig. 11. The noise level in each simulation result has been set according to the measured noise levels from the experimental data for each configuration. Figure 11(a) used the same experimental configuration as before and in Fig. 11(b) the results for $z_{12} = 0.12$ m, $z_{23} = 0.02$ m, $z_{24} = 0.54$ m, are shown. From Fig. 4 we expected that both cases will provide reasonable phase retrieval with the configuration for Fig. 11(b) being better, in the sense that the $\chi^2$ for the simulation is less. Figure 11(c) shows the result from the first case shown in Fig. 7 ($z_{12} = 0.1$ m, $z_{23} = 0.02$m, $z_{24} = 0.05$ m) where the shorter $z_{24}$ is expected to produce poorer noise suppression. Again the expectation is borne out. Finally Fig. 11(d) shows the result when the set-up used in Fig. 11(a) is changed so that $z_{23} = 0.09$ m. As expected the decreased inter-plane separation distance degrades the result. The cloudy background in all the images is due to the noise in the measurement which produces low spatial frequency artefacts in the retrieved phase. As the noise suppression is worse in the set-up for Fig. 11(d) the artefacts in the reconstruction are correspondingly worse. The calculated $\chi^2$ value for the simulation case are 1.5, 0.8, 15.8 and 52.7 for Figs. 11(a) to 11(d) respectively.
The two-plane TIE-based phase retrieval images can easily be extended to three dimensional imaging once the corresponding phase retrieved images have been obtained for each projection angle. Here, we used polystyrene spheres mixed with plastic fibre as a sample. The same 45μm polystyrene diameter has been used. A tube voltage of 40 kV was used. The optimal parameters for the setup, as discussed above, were used $z_{12} = 0.1 \text{ m}$, $z_{23} = 0.02 \text{ m}$ and $z_{24} = 0.125 \text{ m}$. A total of 361 projections were acquired over an angular range of 180°. A reconstructed slice is shown in Fig. 12(a) and a three-dimensional rendering is shown in Fig. 12(b). As with the two-dimensional case, the three-dimensional result also shows the effect of noise as low spatial frequency artefacts, or ‘clouds’ in the image.

Fig. 12. (a) A reconstruction slice (b). Three dimensional view of phase retrieval tomography reconstruction of polystyrene spheres (45 μm diameter) mixing with plastic fibre from the data set taken at $z_{12} = 0.1 \text{ m}$, $z_{23} = 0.02 \text{ m}$, $z_{24} = 0.125 \text{ m}$.
6. Conclusion

For the fairly generic objects described here, a large distance between detector 1 and detector 2, when detector 1 is placed as close as possible to the sample, is required to have good quality retrieved phase. When detector 1 is placed at a larger distance then the separation distance must be much larger again. Simulations showed that a source sample distance larger than 0.1m will produce a good retrieved phase. Increasing the source sample distance will help to reduce the effect of noise in the phase retrieved image in the case when the two plane separation distances are big enough. These results were demonstrated in simulation and validated for a sinusoidal sample in an experimental result. Further experimental results were also consistent with the expectations from simulation and were able to show that the same benefits can be achieved in three-dimensional imaging. Increasing the detector separation distances will help to further improve the retrieved phase due to noise but the effect of source blurring will start to degrade the resolution. If distances are increased too much exposure times will have to be increased significantly to maintain comparable noise characteristics compared to shorter detector distances.

We have repeated this investigation for different image maps, compositions and energies in the simulation work and have reproduced the same broad findings described above. It is however, difficult to be quantitative for arbitrary samples. As the precise trade-off between sample feature size, noise and source and detector distances will vary we have therefore presented here a procedure that can be used to explore the relevant parameter space. Such a procedure can be used to refine the qualitative rules for ‘good’ imaging as demonstrated in section 3 and as discussed elsewhere [24]. It is expected that a good set of operating conditions can be found that will apply to a broad range of samples.
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