Entropy Diagnostics for Fourth Order Partial Differential Equations in Conservation Form
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Abstract: The entropy evolution behaviour of a partial differential equation (PDE) in conservation form, may be readily discerned from the sign of the local source term of Shannon information density. This can be easily used as a diagnostic tool to predict smoothing and non-smoothing properties, as well as positivity of solutions with conserved mass. The familiar fourth order diffusion equations arising in applications do not have increasing Shannon entropy. However, we obtain a new class of nonlinear fourth order diffusion equations that do indeed have this property. These equations also exhibit smoothing properties and they maintain positivity. The counter-intuitive behaviour of fourth order diffusion, observed to occur or not occur on an apparently ad hoc basis, can be predicted from an easily calculated entropy production rate. This is uniquely defined only after a technical definition of the irreducible source term of a reaction diffusion equation.
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1. Introduction

Fourth order diffusion equations arise in many applications such as thin film theory [1, 2], surface diffusion on solids [3–5], interface dynamics [6–8], flow in Hele-Shaw cells, and phase field models of multiphase systems [9]. The simplest prototype is the fourth order diffusion equation with constant coefficients, \( u_t = -u_{xxxx} \). Although fourth order diffusion equations are dissipative equations, they do not exhibit the smoothing properties usually associated with the very name “diffusion”. Unlike second order diffusion equations, they do not obey a robust maximum principle; one cannot rule out the gen-
eration of new extrema in the evolving solutions of standard initial-boundary problems. Indeed, with fourth order evolution we commonly observe the appearance of new structures evolving from smoother initial conditions (e.g. [1, 5]). Compared to the familiar smoothing behaviour of second order diffusion, the behaviour of some fourth order equations seems counter-intuitive. Rippling effects and smoothing effects occur in a seemingly ad-hoc manner. Although for fourth order equations, there is no robust maximum principle, entropy production rate may be useful as a simple litmus test. The primary purpose of this paper is to demonstrate that the entropy evolution behaviour of a partial differential equation (PDE) in conservation form, may be readily calculated, allowing it to be easily used as a diagnostic tool to predict smoothing and non-smoothing properties, as well as positivity of solutions with conserved mass. The familiar fourth order diffusion equations do not have increasing Shannon entropy. However, we obtain a new class of nonlinear fourth order diffusion equations that do indeed have this property. These equations also exhibit smoothing properties and they maintain positivity.

A secondary outcome is to show that a single scalar transport equation may be used as a simplified prototype of a thermodynamic system, immediately establishing the equivalence between two statements of the second law of thermodynamics, namely equilibrating heat transport and entropy increase. A system described by a single parabolic equation for a single intensive variable is not a thermodynamic system in the usual technical sense. However, the very purpose of the heat equation is to model the dynamics of heat conduction, which is part of thermodynamics in a practical sense. We can use a single scalar equation to illustrate thermodynamic concepts by constructing from it some entropy density \( s(x, t) \) that has a non-negative source density that is not strictly zero. The analogue of an adiabatic process is a time evolution of some scalar quantity \( T(x, t) \) governed by a parabolic evolution equation, subject to thermal isolation, represented by zero-flux boundary conditions. In this simplified system, the dynamical law for \( T(x,t) \) is specified even in non-equilibrium conditions. This avoids the complication of temperature not even being uniquely defined in more realistic non-equilibrium systems of many interacting particles.

Although the evolution of standard entropy is rarely used as a tool for the analysis of more general PDEs, we demonstrate here that it is in fact quite useful for this purpose. Before we analyse nonlinear fourth order diffusion equations, we first introduce the basic concepts using the very simplest diffusion equation, namely the classical linear heat equation in 1+1 dimensions. Most of the constructions used here can readily be extended to higher spatial dimensions.

2. Basic Concepts: The Linear heat Equation

Consider the classical one-dimensional linear heat equation,

\[ \frac{\partial T}{\partial t} = D \frac{\partial^2 T}{\partial x^2}; \quad T \in C^{2,1}([a, b] \times \mathbb{R}^+), \tag{1} \]

with \(-\infty \leq a < b \leq \infty\). For simplicity, we assume that the domain is a fixed region of constant volume and that the enclosed material has uniform composition and uniform density \( \rho \). Then we do not need to consider energy transfer due to the work done in compressing the material or in redistributing its components.
The heat equation first arose as a conservation equation
\[ \frac{\partial q}{\partial t} + \frac{\partial J}{\partial x} = 0, \]
with \( q = \rho C_V T \), \( C_V \) being the specific heat, and
\[ J = -k \frac{\partial T}{\partial x} \] (Fourier’s law),
k being the thermal conductivity, \( k = \rho C_V D \).

As noted by Lieb and Yngvason [10], it is remarkable that more than 150 years since the definition of entropy, there is no universally agreed formulation of irreversible thermodynamics of macroscopic systems. In the original definition of Clausius, the entropy \( S \) of a closed system is a quantity that has an exact differential \( \delta S = \delta Q/T \), where \( \delta Q \) is the infinitesimal increase in heat content during an adiabatic process that notionally connects one equilibrium state to another. For a simplified non-equilibrium system that is described by a single scalar heat conservation equation on a rigid domain with insulated boundary, there can be no change in the total heat content. However, heat will still flow irreversibly from one open subregion to another. For this system, it is possible and convenient to extend the definition of entropy so that it applies to the flow of heat between the open sub-regions, with entropy flux density satisfying \( J_s = J/T \). This is consistent with the principles of extended thermodynamics [11]. This prescription can be satisfied by an entropy density
\[ v = \rho C_V \ln\left(\frac{T}{T_s}\right), \tag{2} \]
where \( T_s \), inserted for dimensional consistency, is a natural temperature scale such as the uniform equilibrium temperature of a finite region. From the linear heat equation, one easily derives the reaction-diffusion equation
\[ v_t = (-J/T)_x + k \left(\frac{T_x}{T}\right)^2. \tag{3} \]
The entropy source term is non-negative and is zero only for equilibrium states with uniform temperature. The associated total entropy functional \( S \) is the continuous analogue of the discrete Burg entropy [12],
\[ S = \int_a^b v(x,t)dx. \]
For all non-uniform solutions satisfying zero-flux (perfect insulation) boundary conditions, \( S \) increases with time:
\[ \frac{dS}{dt} = \int_a^b \frac{\partial v}{\partial t} dx = [J/T]_a^b + \int_a^b k \left(\frac{T_x}{T}\right)^2 dx \geq 0. \tag{4} \]
A direct connection can be made with information theory since the linear diffusion equation is satisfied also by the probability density function \( p(x,t) \) of a particle subjected to Brownian motion (e.g. [13]). More generally, the positive solutions \( u(x,t) \) of any nonlinear conservation equation on \([a, b] \times \mathbb{R}^+\), with constant integral \( U = \int_a^b u \, dx \), may be normalised so that they assume the properties of a probability
density $p = u/U$. As a measure of information content, it is convenient to evaluate the Shannon entropy, which is the expected value of $\log_2(1/p)$ [14]. The Shannon information $S$ has a simple interpretation as the number of binary digits of accuracy in the measurement of a random variable. It is analogous to an extensive thermodynamic variable, having the desirable feature of additivity. That is, if $S_1$ and $S_2$ are the entropies of probability densities $p_1(x_1)$ and $p_2(x_2)$ of independent random variables with values in $[a_1, b_1]$ and $[a_2, b_2]$, then the entropy of joint probability density $p_1(x_1)p_2(x_2)$ is $S_1 + S_2$. The discrete Burg entropy, and more generally, linear combinations of the discrete Burg and discrete Shannon entropies [12], also have the additivity property. The continuous Burg entropy is additive after all random variables are normalised to take values in $[0,1]$. In order to consider the information-irreversibility properties of $u(x,t) = Up(x,t)$, it is sufficient to consider the evolution of the quantity $-u \log(u(x,t))$ whose integral is merely a linear function of the Shannon information,

$$\int_a^b -u \ln(u)dx = -U \ln(U) - U \ln2 \int_a^b p \log_2(p)dx.$$  

Henceforth, $\log$ will refer to the natural logarithm and $s$ will refer to the standard entropy density $-u \log(u)$, where $u$ is the dependent variable under consideration in the primary transport equation. $S$ will refer to the standard entropy which is the integral

$$S = \int_a^b s \, dx.$$  

For the relationship between Boltzmann’s entropy and Shannon’s information, we refer to [14].

There are many available choices of Liapunov functionals to indicate irreversibility of the heat equation. With $T(x,t)$ satisfying (1), the variable $v = f(T)$ satisfies the reaction-diffusion equation

$$v_t = D v_{xx} - D f''(T) T_x^2.$$  

This has a non-trivial non-negative source term if and only if $f''(T) < 0$. For those cases, the functional

$$S = \int_a^b f(T(x,t))dx$$  

has the property that for all solutions satisfying zero-flux boundary conditions, $dS/dt \geq 0$. Furthermore, $dS/dt = 0$ if and only if $T$ is uniform (thermal equilibrium). This includes the cases $f(T) = \log(T)$ and $f(T) = -T \log(T)$ considered above, as well as the simplest example $f(T) = -T^2$. In that case, $-S$ is simply a multiple of the squared $L^2$ norm, which is known to decrease because the evolution is contractive. The evolution governed by the linear heat equation is contractive on $L^2([a,b])$ since it is of the form

$$u_t = Lu,$$

where $L = \partial_x^2$, a self-adjoint contraction operator.

The heat equation cannot be derived from an extremal action principle when the Lagrangian density is defined locally (e.g. [15]). However, viewed as a linear mass transport equation for mass concentration
c(x, t) of a species of particle, it can be generated in another straightforward way from a notional energy functional
\[ H = \int_a^b \varepsilon \, dx, \] (6)
with energy density \( \varepsilon = 0.5c^2 \). Then the chemical potential per unit mass \( \mu \) is given by the variational derivative \( \delta H / \delta c \), which in this case is simply \( c \). The particle drift velocity \( v_d \) is then determined by a balance between driving force and linear drag, with resistance coefficient \( r \). Hence the mass flux is
\[ J = \rho v_d = -\frac{1}{r} \frac{\partial \mu}{\partial x} = -D \frac{\partial c}{\partial x}, \]
with \( D=1/r \), constant as in Fick’s law. The system is dissipative, since the energy is merely a multiple of the squared \( L^2 \) norm, known to be decreasing in time except when it attains its minimum value. The equations for notional energy density \( \varepsilon \) and for entropy density \( s = -c \log(c) \) are
\[ \varepsilon_t = D \varepsilon_{xx} - Dc_x^2 \] (7)
\[ s_t = Ds_{xx} + Dc_x^2/c. \] (8)
Hence, the production rate of entropy is \((1/T)\) times the dissipation rate of energy. In this sense, \( s \) is the entropy density that is thermodynamically conjugate to energy density \( \varepsilon \).

In thermodynamics, an extensive variable \( S \) is conjugate to an intensive variable \( T \) if the energy cost in increasing \( S \) is \( \delta E = T \delta S \). It is a simple matter to extend this concept to a conjugate triple \((T, s, \varepsilon)\), where \( s \) is the locally measured density of \( S \) and \( \varepsilon \) is the locally measured density of \( E \). As the notation suggests, one example is the temperature-entropy-enthalpy triple. Another is the volume-pressure-work triple, reminiscent of the generalised displacements that do work against the generalised forces of analytical dynamics. Given a scalar evolution equation with dependent variable \( T \), a pair of locally defined smooth functions \((\varepsilon, s)\), constructed from \( u \) and its derivatives, will be said to be an energy-entropy pair if \( \varepsilon \) has a source density \(-R\) with \( R \geq 0 \) and not identically 0, and \( s \) has a source density \(-R/T\). For a closed system at uniform temperature, this agrees with the Clausius definition,
\[ \delta S = \delta E / T, \]
but the definition applies locally to the more general situation of an open sub-region having transport through its boundaries and with \( T \) non-uniform. Admittedly, in real problems of non-equilibrium thermodynamics, temperature and entropy may not even be well defined. For the present study of scalar partial differential equations, the dependent variable \( T \) is taken as primitive.

3. Nonlinear diffusion equations

In practice, thermal diffusivity may depend appreciably on temperature (e.g. [16]). Similarly, solute transport coefficients may depend on concentration (e.g. [17]). In some applications of parabolic equations, the transport equations may depend also on derivatives of the dependent variable (e.g. [18]). This leads to nonlinear parabolic equations of the general form
\[ u_t = [-J(u, u_x)]_x. \] (9)
Definition

An evolution PDE is information-irreversible if in any adiabatic evolution, the standard entropy increases monotonically in time and its rate of increase is not identically zero.

This definition, referring only to an integral quantity $S$, applies also to weak formulations of the PDE. In classical formulations, information-irreversibility is equivalent to $s$ having a non-negative source term that is not identically zero.

The entropy equation, derived from (9), is

$$s_t = \left( [1 + \log(u)] J \right)_x - J u_x / u .$$

(10)

Hence it is easily seen that a second order conservation equation (9) is information-irreversible if and only if the flux is of the form $J = J_0(u)$ plus an odd function of $u_x$ that is positive when $u_x$ is negative.

Since the general second order nonlinear parabolic heat equation takes the same form as (9) (replacing $u$), we have the direct result that information irreversibility is equivalent to the Clausius form of the second law of thermodynamics, namely that heat must flow from regions of higher temperature to regions of lower temperature. In particular, every second order nonlinear diffusion equation (11) is information-irreversible.

Now consider a notional energy functional

$$H = \int_a^b F(u(x,t)) dx ,$$

where $F$ is an arbitrary twice differentiable non-linear function. The chemical potential is $F'(u)$ and the flux is $J = -D(u)u_x$, where $D(u) = F''(u)$. The conservation equation for $u$ is

$$u_t = [D(u)u_x]_x .$$

(11)

The reaction-diffusion equation for energy density $\varepsilon = F(u)$ is

$$\varepsilon_t = [D(u)\varepsilon_x]_x - J^2 .$$

(12)

Partnered to $\varepsilon$, the entropy density variable, whose production rate is $J^2 / u$, is

$$v = -\int^p \int^{p_2} \frac{D(p_2)}{p_2} dp_2 .$$

(13)

In the special case of constant $D$, $v$ is identical to $s$, a linear function of the Shannon information. Given (11), the reaction-diffusion equation for $s$ is

$$s_t = [D(u)s_x]_x - J u_x / u .$$

$s$ is always thermodynamically partnered to the density $e = 0.5u^2$, which satisfies the equation

$$e_t = [D(u)e_x]_x + Ju_x .$$
For positive solutions \( u(x, t) \), both the standard entropy and the partnered entropy increase in time.

More general Liapunov functionals arise when we re-express a time evolution equation in terms of a new set of independent variables. For example, after using a similarity invariant as the spatial variable, the Barenblatt similarity solutions of the porous medium equations with power-law \( D(u) \) may be viewed as stable equilibrium states of minimized generalized entropy [19, 20].

4. Fourth Order Diffusion

Unlike second order diffusion equations, fourth order equations do not in general satisfy any known maximum principle. Even under the simplest time-independent linear boundary conditions, evolving solutions tend to generate additional extrema from smooth initial conditions. Therefore, we are motivated to investigate the entropy behaviour predicted by these equations.

4.1. Case of constant diffusion coefficient

The simplest example is the linear equation with constant coefficients

\[
    u_t = -u_{xxxx}
\]

which is generated by the energy functional \([21]: H = \int_a^b u_x^2 \, dx\). The minus sign in (14) is required to make this a dissipative equation on \( L^2((a, b)) \),

\[
    (u^2)_t + \left[ (u^2)_{xxx} - 4(u_x^2) \right]_x = -2u_{xx}^2 \leq 0.
\]

It is convenient to regard Equation (14) as having diffusion coefficient 1, rather than -1. However this equation is not information-irreversible:

\[
    s_t = (1 + \log(u))u_{xxxx}
\]

\[
    = ((1 + \log(u))u_{xxx})_x - u^{-1}u_xu_{xxxx}.
\]

The current-source decomposition of a quantity \(-J_x + R\) as in (16) is not unique. However we shall now proceed to identify a quantity that may be regarded as the irreducible source term. Given an equation

\[
    s_t = -J_x + R^{(n)},
\]

with an order \( n \) remainder term \( R^{(n)} \) that is quasilinear, the equation may be re-expressed as

\[
    s_t = -[J + J^{(n-1)}]_x + R^{(n-1)},
\]

with \( R^{(n-1)} \) and \( J^{(n-1)} \) of order \( n-1 \). For example, if \( R = h(u_x)u_{xx} + j(u_x) \), then \( R = [H(u_x)]_x + j(u_x) \), where \( H' = h \). If \( R^{(n-j)} \) is a meromorphic function in \( u \) and its derivatives, then as shown in Appendix A, all quasilinear terms can be removed by iterations of this procedure to achieve a fully nonlinear polynomial remainder in which each term is fully nonlinear. This irreducible polynomial remainder is unique and we shall regard it as the irreducible source term.
By this algorithm, (16) is recast, with an irreducible source term, as
\[ s_t = \left( (1 + \log(u))u_{xxx} - u^{-1}u_x u_{xx} - \frac{1}{3} u^{-2}u_x^3 \right)_x - \frac{2}{3} u^{-3}u_x^4 + u^{-1}u_{xx}^2. \] (17)

The irreducible source term is indefinite in sign, so the 4th order diffusion equation is not information-irreversible. For equations such as (14), additional structure in the form of new extrema may evolve from simpler initial conditions in a Cauchy initial value problem. For example, from Gaussian initial conditions, the solution may evolve towards a stable self similar point source solution
\[ u = t^{-1/4} f(x t^{-1/4}) \]
that has an infinite number of extrema [22]. This is shown in Figure 1.

**Figure 1.** Solution of fourth order linear diffusion equation with constant diffusion coefficient 1, Gaussian initial condition and boundary conditions of zero flux and zero gradient far from the origin. Solution at time t=0.2 was evaluated by the library PDE solver of Matlab [27].

### 4.2. Case of nonlinear diffusion coefficient \( G(u) \)

We now raise the question of whether any 4th order conservation equations are in fact, information-irreversible. First we consider the class with a single nonlinear diffusion coefficient \( G(u) \)
\[ u_t = (-G(u)u_{xxx})_x. \] (18)
For this class, the reaction-diffusion equation for entropy density is

\[
    s_t = \left[ 1 + \log(u) \right] G(u) u_{xxx} - \frac{G(u)}{u} u_x u_{xx} + \frac{1}{3} \left( \frac{G(u)}{u} \right)^{'} u_x^3 \right] - \frac{1}{3} \left( \frac{G(u)}{u} \right)^{''} u_x^4 + \frac{G(u)}{u} u_{xx}^2 . 
\]  

(19)

Hence, (18) is information-irreversible if and only if \((u^{-1} G(u))'' \leq 0\) and \(u^{-1} G(u) > 0\). For positive solutions, this includes the power laws \(G(u) = u^n\), with \(1 \leq n \leq 2\). Known positivity results of weak solutions to these and other 4th order equations, which are limits of solutions to modified non-degenerate equations, are summarised by Beretta et al [23]. For this purpose, based on earlier analysis by Bernis and Friedman [24], Ulusoy [21] used bounds on the rate of decrease of entropy-like Liapunov functionals.

In Figures 2 and 3, we depict the solution for the fourth order nonlinear diffusion equations with \(G(u) = u\) and \(G(u) = u^2\) respectively, with Gaussian initial condition and boundary conditions of zero gradient and zero flux far from the origin. In these cases of degenerate nonlinear diffusion, the solution approaches the stable point-source weak solution that is known to have compact support and continuous first derivative [22, 23].

**Figure 2.** Solution of fourth order nonlinear diffusion equation with diffusion coefficient \(u\), Gaussian initial condition and boundary conditions of zero flux and zero gradient far from the origin. Solution at times \(t=0.5, 4.0\) was evaluated by the library PDE solver of Matlab.
Figure 3. Solution of fourth order nonlinear diffusion equation with diffusion coefficient $u^2$, Gaussian initial condition and boundary conditions of zero flux and zero gradient far from the origin. Solution at times $t=0.5, 4.0$ was evaluated by the library PDE solver of Matlab.

4.3. Semilinear conservation equations

Next we ask if the constant-coefficient 4th order diffusion equation (14) can be modified by lower order flux terms to make it an information-irreversible conservation equation. Consider an equation of the general form

$$u_t = -[u_{xxx} + h(u, u_x, u_{xx})]_x.$$  

(20)

This implies an equation for the standard entropy density

$$s_t = \left[(1 + \log(u))u_{xxx} - \frac{u_x}{u} u_{xx} - \frac{1}{3} \frac{u_x^3}{u^2} + (1 + \log(u))h\right]_x + \frac{u_x^2}{u} - \frac{2}{3} \frac{u_x^4}{u^3} - \frac{u_x}{u} h.$$  

(21)

Now we may choose $h$ so that further terms are generated in the irreducible source to cancel the negative contribution $-(2/3)u^{-3}u_x^4$. The necessary components of $h$ that can generate such terms are of the general form

$$h = au^{-1}u_xu_{xx} + bu^{-2}u_x^3.$$  

With $h$ taking this general form, the entropy equation is modified to

$$s_t = -J_x + R$$  

(22)

with

$$-J = (1 + \log(u))u_{xxx} - \frac{u_x}{u} u_{xx} - \frac{1}{3} \frac{u_x^3}{u^2} + (1 + \log(u))h - \frac{a}{3} \frac{u_x^3}{u^2}.$$  

(23)
and \( R = \frac{u_{xx}^2}{u} - \left[ \frac{2}{3} (1 + a) + b \right] \frac{u_x^4}{u^3} \). \hfill (24)

Hence, we achieve a non-trivial non-negative entropy source term when
\[
b \leq -\frac{2}{3} (a + 1).
\]

For example, when \( a = -1 \) and \( b = 0 \), the entropy source density is \( u_{xx}^2/u \). In that case, the governing conservation equation for \( u \) is
\[
 u_t = - \left[ u_{xxx} - u^{-1} u_x u_{xx} \right]_x . \hfill (25)
\]

This is closely related to the Derrida-Lebowitz-Speer-Spohn (DLSS) equation
\[
 u_t = -u_{xxxx} + (u^{-1} u_x^2)_{xx} , \hfill (26)
\]
which also has monotonic Shannon entropy, and which preserves positivity[25]. After choice of similarity coordinates, the DLSS equation (26) is seen to have a stable similarity solution that is the equilibrium state of a modified Shannon entropy functional [26].

In Figure 4, we plot the solution of (25) with Gaussian initial conditions. The solution evidences smoothing properties, it maintains positivity and unlike the solutions of degenerate diffusion equations, there is no known stable nontrivial solution with compact support. Its behaviour resembles that of a standard point source solution of the classical second order diffusion equation but the actual point-source solution broadens in proportion to \( t^{1/4} \) rather than \( t^{1/2} \).

4.4. Case of nonlinear diffusion coefficient \( G(u_x) \)

As a final example of an information-irreversible equation, we consider equations of the form
\[
 u_t = - \left[ G(u_x) u_{xxx} \right]_x . \hfill (27)
\]

We find that the only power law function that gives rise to increasing entropy is
\[
 G(u_x) = -u_x^{-2} .
\]

4.5. Mullins surface diffusion equation

Mullins [3] derived the equation for surface diffusion on metals as a fourth order curvature-driven flow,
\[
y_t = - \left[ \frac{1}{\sqrt{1 + y_x^2}} \left( \frac{y_{xx}}{\sqrt{1 + y_x^2}} \right) \right] . \hfill (28)
\]

This implies a reaction-diffusion equation for the standard entropy density that has an irreducible source term
\[
-\frac{2}{y} \frac{y_x^2}{(1 + y_x^2)^3} + 2 \frac{y_x^2}{y^3} \left[ \frac{1}{1 + y_x^2} - \frac{1}{y_x^2} y_x \arctan(y_x) \right] ,
\]
which may take either sign. Hence, the surface diffusion equation is not information-irreversible. This is consistent with the known tendency of the surface diffusion equation to generate ripples from smooth initial conditions, given simple boundary conditions [4, 5].
5. Conclusion

A partial differential equation in conservation form, subject to zero-flux boundary conditions, conserves mass and so its finite-mass solutions may be normalized to take the form of an evolving probability density. From this, the key concept of information irreversibility follows naturally. Irreversibility is traditionally highlighted by monotonicity of a global integral quantity such as the total entropy functional. However, for diagnostic purposes it is more direct to consider a local form of entropy density. From the PDE governing the probability density, we may construct a reaction-diffusion equation for the Shannon entropy density. However, since the current-source decomposition of a reaction-diffusion equation is non-unique, we have had to develop a second key concept, that of an irreducible source term, which is uniquely defined at least for polynomial source terms and which seems to be practically useful as a diagnostic tool. The information irreversibility of the PDE may be analysed directly from the sign of the irreducible fully nonlinear local source term of the entropy density. All second order diffusion equations are information-irreversible. Compared to second order diffusion equations, the entropy behaviour of fourth order equations is quite different. The familiar fourth order diffusion equations that arise in practical applications are not information-irreversible. Contrary to an impression that might easily be formed from the familiar cases, there are some classes of closely related fourth order diffusion equations that are in fact information-irreversible. Information irreversibility seems to be associated with regular smoothing behaviour of solutions, as depicted for example in Figure 4. As far as the author is aware,
such regular behaviour has not been observed before in the solutions of fourth order evolution equations. A proof of the uniqueness of the irreducible source term for general functional forms of a reaction-diffusion equation, is given here for the case when the nominal source term is a meromorphic function of the dependent variable and its spatial derivatives. Generally, a monotonic decrease of information is associated with smoothing of ripples. It remains to be seen whether a form of maximum principle might be valid for the restricted class of fourth order nonlinear diffusion equations that obey information irreversibility. In all cases when we have established information-irreversibility, a numerical solution with Gaussian initial conditions maintains positivity and it does not generate new extrema. Conversely, when information is reversible, the solutions generate extrema and they lose positivity. With this limited but suggestive evidence, we conjecture that for zero-flux boundary value problems and positive initial conditions, information-irreversibility implies positivity. It remains to be seen whether additional conditions need to be added before such a conjecture could be established as a true statement.

During the above investigation, we have naturally been led to the concept of a partner entropy that is conjugate to a notional energy density that generates a governing nonlinear PDE. This generalizes the Shannon entropy since the latter is the partner entropy to an energy that generates linear diffusion. However, it is not known if the partner entropy has any use beyond the conceptual. Since the thermodynamic conjugacy of temperature and entropy variables is traditionally defined through an expression for work done, a relation among temperature, entropy and energy variables, it is natural to define a conjugate temperature-entropy-energy triple. One could extend this idea further by applying the Legendre transform of enthalpy with respect to entropy to construct a conjugate temperature-entropy-enthalpy-free energy quadruple but this serves little purpose in the present paper.

In principle, one could define an entropy density even from solutions of PDEs that cannot be expressed in conservation form. However, we have not investigated whether such a concept has any use.
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Suppose that $A = -J_x + R$, where R is a Laurent expansion in $u$ and its derivatives $u_n = \partial_x^n u$. If any term $R^{(n)}$ of the expansion is quasilinear and of order $n$, 

$$R^{(n)} = h(x)u^{p_0}u_1^{p_1}u_2^{p_2}...u_{n-1}^{p_{n-1}}u_n,$$

then

$$R^{(n)} = [h(x)u^{p_0}u_1^{p_1}u_2^{p_2}...u_{n-2}^{p_{n-2}} \int u_{n-1}^{p_{n-1}} du_{n-1}]_x - [h(x)u^{p_0}u_1^{p_1}...u_{n-2}^{p_{n-2}}]_x \int u_{n-1}^{p_{n-1}} du_{n-1},$$

which is of the form $-J^{(n-1)} + R^{(n-1)}$, where the residual source term is of order $n-1$. Hence we may absorb all quasilinear terms into the derivative current $-J_x$. Without loss of generality, we may assume that all terms in the Laurent expansion for R are fully nonlinear. Suppose that we have two equivalent expressions

$$-J_x + R = -I_x + P,$$

where R and P are different Laurent series in $u$ and its derivatives, with all terms of R and P fully nonlinear. Then

$$P - R = [I - J]_x.$$

However, a total x-derivative $[J(x, u, u_1, ..., u_m)]_x$ must have quasilinear terms $u_{m+1}J_{u_m}$. The fully nonlinear expression P-R cannot be expressed as a total x-derivative. This contradicts the assumption that P-R is non-zero. Therefore R is unique.