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Abstract

The tremendous growth in the amount of information available poses some key challenges for information filtering and retrieval. Users not only expect high quality and relevant information, but also wish that the information be presented in an as efficient way as possible. The traditional filtering methods, however, only consider the relevant values of document. These conventional methods fail to consider the efficiency of documents retrieval. In this paper, we propose a new algorithm to calculate an index called document similarity score based on elements of the document. Using the index, document profile will be derived. Any documents with the similarity score above a given threshold will be clustered. Using these pre-clustered documents, information filtering and retrieval can be made more efficient. Experimental results clearly show our proposed method tremendously improves the efficiency of information filtering and retrieval. We also give an example application of our proposed method in business processes.
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1. Introduction

The amount of information in the world is increasing far more quickly than our ability to process it. All of us have known the feeling of being overwhelmed by the number of new books, journal articles, and conference proceedings coming out each year. There is a need for new technologies that can help us sift through all the available information in a more efficient way.

Conventional filtering systems consider only the relevance and importance to the users in different ways without due consideration for efficiency. However, as the system gets complicated, the efficiency is also crucial. Surveys have shown that about 85% of users using search engines and search service to find specific information are not satisfied with the performance of the current generation of search engines. The dissatisfaction arises from the slow retrieval speed, communication delays and poor quality of retrieved results [1].

In this paper, we propose a new efficient method called Elements and Document Profile Based Information Clustering, which can cluster more than two documents, using elements of the documents. The method involves two stages: (i) Restructuring Operation, and (ii) Document Clustering. An algorithm is applied to compute a correlation score of documents. The documents with the similarity score above a given threshold will be clustered together. A definition of document profile is derived. Then, all the documents are clustered, based on the document profile. Our proposed method computes the scores independently of the number of documents. We also illustrate how the proposed method can be incorporated into an XML data retrieval architecture in business processes.

2. Restructuring Operation

The current conventional information filtering methods have mainly been focused on clustering two documents [2]. There has not been much effort on clustering more than two documents. To this end, we propose in this paper a new algorithm so that information filtering can be carried out in a more efficient way.

Currently, there are a number of metadata standards proposed for web pages. Among them are two well-publicized, solid efforts: the Dublin Core Metadata standard and the Warwick frame-word. The Dublin Core is a 15-Element Metadata Element Set proposed to facilitate fast and accurate information retrieval on the Internet [3]. In the paper, we propose a restructuring operation by using keywords appearing in the elements of the documents. Those keywords will be matching the search query when web visitors search on the Internet. Keywords are given different
weights ranging from 0 to 1 (inclusive), depending on which element this keyword is in. Using sensitivity analysis, the weights are calibrated by the system designer, based on the importance and relevance of the keyword concerned. For example, the keyword appearing in the element Title should have a higher weight than the one appearing in the element Content.

Using sensitivity analysis, the weights are calibrated by the system designer, based on the importance and relevance of the keyword concerned. For example, the keyword appearing in the element Title should have a higher weight than the one appearing in the element Content.

![Figure 1. Restructuring operation and clustering of documents](image)

Figure 1 shows the idea of restructuring operation of documents. On the top level of this tree structure are keywords in relation to some documents, which are on the second level. The third level contains elements of the document. The numbers on the bottom level represent the number of times that keyword appears in that element. The documents are clustered based on the word in the elements of the document after the restructuring operation. (The proposed method will be further discussed in the next section.) In this way, when a user enters a keyword to search information, the pre-clustered documents will be utilized in an efficient way. For example, the clusters shown in Figure 1 are: (i) documents 1, 15, 18 and 22, (ii) documents 2, 3 and 4, (iii) documents 7, 8 and 10.

### 3. Document Clustering

We have proposed a restructuring operation to cluster documents in the previous section. In this section, we will discuss the second stage of our proposed method: the algorithm and technique of documents clustering. The subsections are organized as follows: section 3.1 presents the approach of calculation of similarity score. Then the document profiles will be derived in section 3.2. Finally, the k-mean clustering algorithm [4] will be applied.

#### 3.1 Computation of similarity score

To compute the similarity score of documents, we initially select some keywords appearing in those documents. Each keyword is assigned a weight, ranging from 0 to 1, as mentioned previously. For example, the weight in the element Title should be higher than that in the element Description, while the weight in the element Description should be higher than that in the element content. The number of times that word appearing in the document also affects the value of relevance among documents.

Table 1 shows an example of the number of times a keyword appearing in the elements (namely Title, Subject, Description, Content, and Reference) of a particular document, which is indicated by document ID (d).

<table>
<thead>
<tr>
<th>D</th>
<th>21</th>
<th>45</th>
<th>567</th>
<th>789</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Subject</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Description</td>
<td>2</td>
<td>7</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Content</td>
<td>10</td>
<td>4</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Reference</td>
<td>9</td>
<td>8</td>
<td>1</td>
<td>7</td>
</tr>
</tbody>
</table>

The similarity score is computed as the sum of all product of keyword weight and the number of times that keyword appears in the document, using the following formula:

$$SS(d, K) = \sum_{j=1}^{n} (W_k \times \text{Counts}_k) \quad (1)$$

Where:
- $SS$ is the similarity score of a document based on the keyword $K$.
- $K_j$ is the keyword appearing in the element $j$ of the document $1 \leq j \leq n$.
- $W_k$ is the pre-defined weight of the keyword $K$ appearing in the element $j$, determined by a system administrator via sensitivity analysis.
- $\text{Counts}_k$ is the number of times that the keyword $K$ appearing in the element $j$ of the document.

For instance (in Table 1), for the document ID 21, the keyword "filtering" appears in the element Title once, Subject twice, in Description twice, Content 10 times...
and Reference 3 times. The similarity score of document ID 21 based on the keyword “filtering” is computed as follows:

\[ SS(21, \text{filtering}) = (0.99*1+0.8*2+0.7*2+0.5*10+0.4*9)/12.59 \]

Using formula (1), the similarity score (SS) for all the documents in Table 1 can be calculated and the results are shown in Table 2.

Table 2. Similarity score of documents

<table>
<thead>
<tr>
<th>Document</th>
<th>Filtering</th>
<th>Clustering</th>
<th>Data</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>1</td>
<td>2</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>45</td>
<td>11.89</td>
<td>0.5</td>
<td>10.3</td>
<td>12.4</td>
</tr>
<tr>
<td>567</td>
<td>3.7</td>
<td>1.5</td>
<td>10.5</td>
<td>12.3</td>
</tr>
<tr>
<td>789</td>
<td>12.59</td>
<td>11.89</td>
<td>10.5</td>
<td>8.7</td>
</tr>
</tbody>
</table>

Furthermore, the similarity score of a document based on various keywords can also be computed. Table 3 shows the SS of document ID 21 in terms of keywords “filtering”, “clustering”, “data” and “item”:

Table 3. Similarity score of document ID 21 in terms of various keywords

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Filtering</th>
<th>Clustering</th>
<th>Data</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>Title</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Subject</td>
<td>2</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Description</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>Content</td>
<td>10</td>
<td>5</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Reference</td>
<td>9</td>
<td>6</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>SS</td>
<td>12.59</td>
<td>11.89</td>
<td>10.5</td>
<td>9</td>
</tr>
</tbody>
</table>

3.2 Deriving document profile (DP)

From the calculation of similarity score, the document profile can be derived as follows:

\[ DP(d) = \{ (K, SS(d, K) | K \in C, SS(d, K) \geq SS_{\text{threshold}} \} \]

(2)

Where:
- \(D\) denotes a document ID.
- \(K\) denotes a keyword.
- \(C\) is a set of all keywords to which the document can be related.
- \(SS(d, K)\) is the similarity score for document \(d\) for the keyword \(K\).
- \(SS_{\text{threshold}}\) is the minimum similarity score acceptable for a document to relate to that keyword.

If \(SS(d, K)\) is less than \(SS_{\text{threshold}}\), then the keyword \(K\) is not applicable to the profile of the document \(d\), represented by 0 in the document profile Table. From formula (2), each document can have a profile based on the keywords and similarity score calculated by formula (1). For example, if a given threshold is 9, the profile of document 21 is:

\[ DP(21) = (\text{filtering, 12.59}), (\text{clustering, 11.59}), (\text{item, 9}) \]

3.3 Clustering Algorithm

There are various clustering algorithms available. In this paper, we use the same concept as in the k-mean algorithm [4] to split a set of documents into some desired clusters.

The basic idea of K-mean is to find a single partition of the data, which has \(k\) number of clusters such that objects in the same cluster are close to each other in some sense, and those in different clusters are distant. In our case, numbers of the clusters depend on the value of \(SS_{\text{threshold}}\).

Using the document profile proposed in Section 3.2, we can measure the correlation of similarity score among the documents. Based on this correlation, the documents will be clustered. Table 4 shows the document profile for the example documents shown in Table 1.

Table 4: Document profile

<table>
<thead>
<tr>
<th>Document</th>
<th>Filtering</th>
<th>Clustering</th>
<th>Data</th>
<th>Item</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>12.59</td>
<td>11.89</td>
<td>0</td>
<td>10.5</td>
</tr>
<tr>
<td>45</td>
<td>11.59</td>
<td>0</td>
<td>18.1</td>
<td>0</td>
</tr>
<tr>
<td>567</td>
<td>10.3</td>
<td>23</td>
<td>0</td>
<td>12.3</td>
</tr>
<tr>
<td>789</td>
<td>9</td>
<td>12.4</td>
<td>12.4</td>
<td></td>
</tr>
</tbody>
</table>

In our example, the objects of clustering are the documents and the keyword appearing in the elements of the documents (i.e. the document profile). Therefore, the documents in the same cluster will be considered as relevant to that keyword that is the documents in the same cluster contain relevant, inter-related information, based on one or more keywords.

For example, if the given threshold is 9, then the document 21 is not relevant to the keyword “data”, while document 45 is not relevant to the keyword “item”. The final pass of the algorithm produces the clusters of (21, 45) for the keyword “filtering”, (21, 567) for the keyword “item”, (45, 567) for the
4. Experimentation

4.1 System Design

An experimental system (including a web crawler) is designed to evaluate the performance of the proposed method. The web crawler is implemented with a COM object that starts from a URL specified by the user and follows the outgoing links to search for the given keywords. In this paper, for a given keyword, the similarity score of each URL located will be computed using our proposed algorithm. If the similarity score (SS) is greater than the given threshold (SS threshold), then the keywords, similarity score and URL will be stored in the document profile (DP) using XML. The URLs associated with keywords are then clustered and indexed as in the second stage of our proposed method. The web crawlers will keep searching keyword one by one until the number of web pages crawled reaches a user-specified limit. The architecture is shown in Figure 2.

Figure 2. The architecture of elements based filtering system

Hence, the DP contains the index of all documents, which have undergone restructuring and clustering operations using our proposed method, as shown in Figure 1. On the other hand, the web crawler in our experimentation mimics a search on documents without restructuring and clustering.

4.2 Experimental Results

Tests are conducted on a Pentium 4 computer with 2.0 GHz processor, 248 MB of RAM, Windows XP operating system.

The quantitative results (using the keywords “Information”, “Technology”, “Sports”, “Special”, and “Health”, and SS threshold = 0.9) are summarized in Table 5, showing the comparisons between the times of retrieving a document structured and clustered using our proposed method and the times of retrieving the same document without using our proposed method. The results clearly show our proposed method improves the efficiency of information filtering and retrieval in milliseconds based on a size of 100k databases. Therefore, the efficiency of retrieving keywords in a large sized database will be tremendously improved.

Table 5. Experimental results

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Information</th>
<th>Technology</th>
<th>Sports</th>
<th>Special</th>
<th>Health</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SS threshold</td>
<td>0.9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Starting URL</td>
<td><a href="http://www.unimelb.com.au">http://www.unimelb.com.au</a></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max sites</td>
<td>500</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Max Links/Page</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retrieval of Clusters (sec)</td>
<td>0.00102</td>
<td>0.00143</td>
<td>0.00124</td>
<td>0.00101</td>
<td>0.00155</td>
</tr>
<tr>
<td>Retrieval of Non-Clusters (sec)</td>
<td>0.00129</td>
<td>0.00162</td>
<td>0.00160</td>
<td>0.00112</td>
<td>0.00195</td>
</tr>
</tbody>
</table>

The diagram is shown in Figure 3

Figure 3. Diagram of experimental results

Figure 4 shows the clustered and non-clustered documents. The clustered documents are structured with the similarity score calculated, while the non-clustered documents are scattered without similarity score calculated.
Figure 4. The clustered and not-clustered XML

5. A Business Application: XML Data Retrieval Architecture

The proposed document similarity algorithm can be implemented and integrated into our existing XML data retrieval architecture for business processes. If an organization has a huge data repository, it is hard for its employees to absorb and have access to all the necessary information. It is also hard for the company to monitor the information retrieved by its employees. Our proposed information filtering method aims to help companies to provide its employees or customers with information that is necessary, accurate and efficient.

For the purpose of this implementation we use XML files, XSLT, Native XML database (Xindice), Java, Java Beans, JSP, XML Parser (Xerces), Xalan (XSLT Processor, for converting XML to HTML) and Tomcat application server. XML was created so that richly structured documents could be used over the web. We used Xindice from the Apache group for the native XML database because it is open source and easy to store and retrieve XML databases. We used Java for connectivity with database because Xindice is designed in Java and much easier in connectivity. JSP pages are used for user representation purposes. JSP and Java are more compatible when running on Tomcat web server.

Figure 5 shows the architecture of XML data retrieval in business processes based on our proposed document similarity algorithm. The architecture shows how data can be retrieved and stored through a user interface. As can be seen from Figure 5, the retrieval and storing of XML data involves the following steps: (i) connectivity of Xindice with Java (ii) filtering and clustering of XML data on retrieval, and (iii) parsing and transformation of retrieved XML data, and representation of the data on the web application server. Basically the data retrieval architecture is composed of three tiers: an XML database (Xindice from Apache) and Java on the backend, an application server in the middle tier, and a browser for the front-end to display the results. The parser and processors are part of the Java backend tier.

The user interface or presentation part is used for display purposes; user will interact with this part. The user selects necessary information, and the system will run the query to retrieve XML database from Xindice. The Java Bean plays the role of a middle tier, which is responsible for database connectivity and document filtering based on algorithm. The XML data then processed and transformed into XSLT format and represented in JSP pages on the web.
6. Conclusion

In this paper, we propose elements and document profile based information clustering method. This new method computes the correlation similarity score among documents. The document with similarity score above a given threshold will be clustered. Then we derive the document profile based on the similarity score. Therefore, the document will be clustered based on different keywords. Although some clustering methods have been proposed, there has not been much focus on clustering more than two documents. Our approach computes similarity score and derives document profile offline. The documents are clustered and this makes information retrieval more efficient. The experimental results have shown significant differences between the document retrieval times using our method and the retrieval times without using our method. We also discuss how the proposed filtering method can be incorporated into our existing XML data retrieval architecture. For future research, we would like to investigate how this method can be optimized.
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